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Abstract

We present an auction-based approach to manufactur-
ing control. Workpieces auction off their current task, while
machines bid for tasks. When awarding a machine, a work-
piece takes into account not only the machine’s current
work in process, but also the outgoing flow of material. If a
machine’s outgoing stream is blocked, eventually the ma-
chine will not accept a new workpiece, thus blocking its
input stream as well. As a result a capacity bottleneck is
automatically propagated in the opposite direction of the
material flow. A unique feature of this mechanism is that it
does not pre-suppose any specific material flow; the current
capacity bottleneck is always propagated in the opposite di-
rection of the actual flow, no matter what this flow looks like.
This paper includes a detailed analysis of the mechanism,
including a formal proof of its freedom of deadlocks.

DaimlerChrysler evaluated the new control approach as
a bypass to an existing manufacturing line. A suite of per-
formance tests demonstrated the industrial feasibility and
the benefits of the approach.

1. Introduction

Today’s manufacturing industry is facing a major shift
from a supplier’s to a customer’s market. The growing
surplus of industrial capacity provides the customer with a
greater choice and increases the competition between sup-
pliers. Aware of their power, customers have become more
demanding and less loyal to a particular product brand. As a
result, companies must shorten product-life cycles, reduce�published at 4th Int. Conf. on Multi-Agent Systems, 2000

time-to-market, increase product variety and instantly sat-
isfy demand, while maintaining quality and reducing invest-
ment costs. This is a great challenge to the manufacturing
process itself; it must be more flexible and robust as well as
demonstrate enhanced scalability [1].

Agents are the right information technology to meet this
challenge. They model the manufacturing process as it is
with no artificial central control unit. Resources are al-
located dynamically by a continuous coordination process
among the relevant agents. Unlike in Computer Intergrated
Manufacturing (or CIM), there is no need to handle all
of the contingencies of a complex manufacturing process
at design time; rather, agents negotiate proper allocations
among themselves during execution. Although some of
their collective decisions may not be optimal, all decisions
are, nevertheless, made on the basis of the actual situation—
in the long run leading to a higher throughput.

Under the leadership of DaimlerChrysler, an industrial
consortium was formed to meet the challenges of manufac-
turing in modern automotive industry. The consortium de-
veloped an agent-based manufacturing system. While the
technical details of implementation are proprietary to the
consortium, we will present the overall architecture of the
system in this paper. We will also give a detailed analysis
of the agent-based control mechanism, including a formal
proof of its freedom of deadlocks. The analysis is comple-
mented by a brief report on a series of realistic simulations
as well as performance tests on an industrial prototype.

2. A Flexible & Robust Manufacturing System

In a robust manufacturing system, machines must have
overlapping capacities. This means that for every manufac-
turing step there is always more than one machine which, at
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least in principle, is able to perform this operation. In case
of a machine breakdown, this type of redundancy provides
the system with the flexibility of diverting a pallet to an-
other machine. Diverting a pallet, however, is not possible
without being able to bypass a machine; in particular, with a
number of other pallets in the waiting queue of the machine
to be bypassed. In general, it should be possible for a pallet
to bypass even more than one machine.

DaimlerChrysler developed the concept of a modular
manufacturing system that meets this criterion. Fig. 1 shows
an example of the new layout. The entire manufacturing
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Figure 1. A Flexible Manufacturing System

system is composed of standard modules. Each of these
modules consists of a machine, three one-way conveyors,
two switches and a shifting table. The seven components of
a module are arranged as in Fig. 2 . Every switch can move
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Figure 2. Standard Module

a pallet from any of its entries to any of its exits, in each
case one pallet at a time. In Fig. 1, each of the intermediary
switches has two entries and one exit at the left-hand side,
while at the right-hand side there are two exits and only one
entry.

An arrangement of standard modules as in Fig. 1 makes
it possible for a pallet to either enter a machine through the
lowermost conveyor or else bypass the machine through the
middle conveyor. After having bypassed a machine through
the middle conveyor, a pallet has two options: it can ei-
ther proceed in a forward direction to a subsequent machine
or move backwards using the topmost conveyor. If, for in-
stance, the lowermost conveyor is already occupied, pre-
venting a pallet from entering the target machine, then the
pallet can move backwards and forwards in a circle until
the lowermost conveyor is available again. In this way, the
entire transportation system serves as a flexible buffer.

Most transportation systems induce specific constraints
on the flow of material; that is, the sequences in which pal-
lets may visit machines. LetM andM 0 be two machines.

Figure 3. Admissible and Principal Flow

If in the transport system there is a path fromM to M 0,
then there may be a material flow fromM to M 0; other-
wise, a material flow fromM to M 0 is impossible. A lay-
out such as the one depicted in Fig. 1, however, does not
impose any constraint whatsoever on the material flow; be-
tween any pair of machines, there may be a material flow in
either direction. For performance reasons, it is often conve-
nient to impose some constraints anyway.

Definition 1 For every manufacturing system there is a
special pre-defined binary relation among machines, de-
noted by�. This relation defines the admissible ordering
in which a workpiece may visit machines:M 0 is anadmis-
sible successorsofM iff M �M 0. A workpiece may move
from a machine only to one of the admissible successors of
that machine; no other successor is possible. The relation� is called theadmissible flow of material.

The admissible flow of material, of course, has to comply
with the constraints of the transportation system; however,
not every flow that would be possible according to the trans-
portation system alone must be included.

An admissible flow of material may well have cycles. In
fact, repair cycles are actually quite common in manufac-
turing. However, cycles reduce the overall throughput and
thus a backward loop should be avoided whenever possible.

Definition 2 A principal flow of material,�p in symbols, is
an acyclic subset of�; that is,�p is a subset of� such that
there is no machineM withM �+p M , where�+p denotes
the transitive closure of�p.

This means that the admissible flow� is partitioned into
two disjoint subsets, a major flow�p and a minor flow� n �p. The motivation behind this distinction is that the
major flow represents the main manufacturing direction. As
it stands, Definition 2 is still too general to exactly capture
this intuition. To see this, consider Fig. 3. Our intuition tells
us that the solid lines denote the principal flow, whereas the
minor flow is depicted by the dashed lines. Definition 2,
however, allows for other interpretations as well. Accord-
ing to Definition 2, the minor flow could just include the
cycle with length one and the forward edges in the middle.
The principal flow would then cover every other edge, nev-
ertheless being acyclic.

Such unintended interpretations can be easily eliminated.
We just have to require that a minor flow fromMn to M0
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with Mn 6= M0 must not only be part of the admissible
flow, but it also must run in the opposite direction of a pathM0; :::;Mn in the major flow. Mathematically, this trans-
lates into the following additional constraint:� n �p � (��p)�1: (1)

This states that the minor flow� n �p is always a subset
of the inverse (�1) of the reflexive and transitive closure
(�) of the principal flow�p. Throughout this paper, we
assume that this additional condition is always met. With
this restriction it in fact makes sense to distinguish between
forward and backward successors.

Definition 3 Let M andM 0 be machines.M 0 is called a
forward successorofM iff M �p M 0, whileM 0 is a back-
ward successorof M iff M 0 is an admissible successor but
not a forward successor ofM .

3. Self-Organizing Control of Material Flow

To control the flexible manufacturing system presented
in the previous section, we have developed a strictly decen-
tralized approach to manufacturing control, calledWest.1 In
this approach, a specific agent is associated with each work-
piece, each machine, and each switch. Aworkpiece agent
manages the state of the workpiece attached to a specific
pallet. A machine agentcontrols the overall material flow
through a machine, not just the work in process. To this end,
every machine agent manages what we call avirtual buffer.
This buffer includes not only the machine’s current work in
process, but also the outgoing flow of material; that is, all
those workpieces which have already been processed by the
machine without yet being able to find an appropriate new
machine. A third type of agent, aswitch agent, controls a
particular switch. It decides which entry to serve first and
where to move a pallet.

All these agents constitute parallel processes. These pro-
cesses are, of course, not independent; they have to be co-
ordinated. Proper coordination is achieved by special nego-
tiation procedures, which also take place simultaneously.A
single workpiece negotiates with the machines about which
of the machines should process the workpiece next.2 The
workpiece auctions off its current due operations; it invites
machines to bid. Every machine bid includes information
about the current state of the machine’s virtual buffer. If
a workpiece awards a specific machine, then this machine
will be the next goal of the workpiece. The routing of a
workpiece is organized through a sequence of bilateral ne-
gotiations, in each case between the workpiece and the next

1Westis an abbreviation for the German wordWerkstücksteuerung.
2Whenever understood, we ignore the distinction between an agent and

the physical component it controls.
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Figure 4. Virtual Buffer

switch which the workpiece approaches until the workpiece
eventually has reached its next goal.

This is theWestapproach in a nutshell. The details are
elaborated in the following subsections.3.1. Controlling the Flow through a Ma-chine

Each machine agent manages two buffers, aninput and
anoutput buffer. The input buffer contains all those work-
pieces which awarded the machine and have not been pro-
cessed yet. This is the machine’s work in process. The
number of workpieces in the input buffer of machineM is
denoted byPMin .

A machine’s output buffer tracks all those workpieces
that already have been processed by the machine without
yet being able to award an appropriate new machine. A
workpiece thus moves from the input to the output buffer
after being processed by the machine. The number of work-
pieces inM ’s output buffer is denoted byPMout. The input
and output buffer together constitute what we call avirtual
buffer. Fig. 4 illustrates the structure of a virtual buffer.

The size ofM ’s virtual buffer isPM = PMin +PMout. PM
is always bounded above by a specific constantPMmax 2 IN.
This constant may vary from machine to machine. It should,
however, never exceed the actual capacity of the physical
buffer associated with the machine; that is, the section of
the transportation system located between two neighboring
switches.

Definition 4 Let PM = PMin + PMout be the current size
of the virtual buffer of a machineM . ThenM is ready to
accept a new workpieceiff PM < PMmax.

In the presence of more than one product type, this con-
dition is no longer sufficient. Multiple product types can
be handled by additionally tracking the specific types of the
workpieces in the output buffer and appropriately modify-
ing the above definition. Details, however, cannot be pro-
vided within the space limitations of this paper.
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3.2. Dynamic Task Allocation
Each workpiece agent manages the state of a specific

workpiece. To this end, the agent has to be aware of the
particular type of the workpiece. Aproduct typeis char-
acterized by the exact sequence of operations which, one
after the other, are to be applied to the workpiece. Thestate
of the workpiece consists of the sequence of operations al-
ready performed.

Definition 5 Let w be a workpiece with product type(o1; :::; on) and state(o1; :::; oi), wherei � n. There re-
mains a (possibly empty) sequence of operations to be done,
that is, (oi+1; :::; on). This sequence is called thecurrent
task(or thedue operations) of w. If ~o = (o1; :::; on) is an
arbitrary sequence of operations, then every non-empty ini-
tial subsequence of~o, i.e., every sequence(o1; :::; oi) with1 � i � n, is called asubtaskof ~o.
The current task (or at least a subtask) has to be allocated
to a proper machine. InWestthis allocation is determined
during execution. It would be impossible to make use of the
flexibility provided by machines offering the same opera-
tion without such a late commitment. This dynamic alloca-
tion is carried out by a simple first-price, single-round auc-
tion, with which a workpiece auctions off its current task.
More sophisticated auctions, like a Vickrey auction, are not
needed here [9]. This is because all agents are, in principle,
designed by one single authority in the domain of manufac-
turing control. Here, agents have only a very limited form
of self-interest, thus avoiding problems of untruthful bid-
ding. Providing an incentive to bid truthfully, however, is
the main idea of the Vickrey auction.

The auction protocol used inWestconsists of only a sin-
gle round. Each round involves three steps, the call for bids,
the bidding itself, and the awarding. These steps are de-
scribed in detail below.

Let us assume thatop(M ) denotes the set of operations
which a machineM is able to perform in principle while
ignoring short-term disturbances.

Step 1. The protocol is always initiated by a workpiece
agent; in particular, whenever a workpiece first enters the
manufacturing system and, thereafter, immediately after it
leaves a machine. In any case, the workpiece determines
its current task and all forward successors of the machine it
has just left. The workpiece then sends an invitation to bid
to all these machines. This call always includes the current
workpiece task.

Step 2. If a machineM receives an invitation to bid for
a current task~o = (o1; :::; on), it checks whether or not it
is able to perform a subtask of~o. This can be done by a
simple check ono1’s membership inop(M ). If this is the

case, thenM issues a bid; otherwise, it simply ignores the
call. Short-term disturbances of some ofM ’s operations are
ignored here. This is because the subject of the negotiation
is a futureallocation of a subtask of~o and the current situa-
tion obviously does not tell us much about a machine’s state
when the workpiece enters the machine.M issues no bid without making sure that it is actu-
ally ready to accept a new workpiece; it therefore checks
whetherPM < PMmax. If this is not the case, then it does
not answer the call either. A bid of a machineM always
includes (a) the current size ofM ’s virtual buffer and (b)
the maximal subtask of~o which contains only operations ofop(M ).
Step 3. The workpiece collects all of the bids for a specific
call. If there is no bid at all, then the workpiece issues an-
other invitation to bid, continuing with step 1; otherwise the
workpiece awards one of the bids. The workpiece compares
the bids and awards the best bid. For this, both components
(a) and (b) of a bid are relevant, with (a) having a higher
priority. The lower the current size of the virtual buffer, the
better. The more operations the maximal subtask (b) con-
tains, the better. The workpiece awards the bid which is the
best in this sense. The awarded machine then includes the
relevant workpiece in its input buffer.

Usually, a number of auctions of this kind take place si-
multaneously, even in an interleaved manner. Thus a single
machine may participate in more than one auction at a time.3.3. Violations of Principal Flow

As it stands, the auction protocol described thus far han-
dles only the principal material flow. LetM be the ma-
chine that the workpiece just left. The auction protocol from
above states thatforwardsuccessors ofM are invited to bid,
while backward successors are ignored. Nothing seems to
prevent us from invitingall admissible successors ofM to
bid, whether being forward or backward successors. When
awarding a machine, forward successors can always be pre-
ferred in favor of backward successors. A backward suc-
cessor may be awarded just in case there is no bid from a
forward successor.

Such a strategy, however, may run into a deadlock: a
number of machines may find themselves in a cyclic de-
pendency, each waiting for another machine to be ready to
accept a new workpiece. Consider two machinesM1 andM2 being admissible successors of each other. Letw1 andw2 be workpieces residing in the output buffer ofM1 andM2 respectively. Moreover, suppose thatw1 may allocate
its current task (or a subtask) to onlyM2, whilew2 may al-
locate its current task (or a subtask) to onlyM1. If M1 andM2 are not ready to accept a new workpiece, thenM1 andM2 actually find themselves in a deadlock.
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In Westsuch deadlocks are resolved as follows: A ma-
chine always bids if it has a subtask to offer, even if the
machine is currently not ready to accept a new workpiece.
Such a bid, however, is not made without including in it
an explicit warning that the machine is currently not able
to accept any new workpiece into its input buffer. When a
workpiece awards a machine, it ignores any bid with such
a warning. This rule is only violated if the following two
conditions are met at the same time:

(a) There is no bid from a forward successor.

(b) There is no bid which doesnotcontain a warning.

If these two conditions are met, a machine with a warning
may be selected in step 3 of the auction protocol. Although
the chosen machine is not ready to accept a new workpiece,
it is awarded anyway. Such an award is always combined
with a request to include the workpiece into the input buffer,
irrespective of the current size of the virtual buffer. Thisis
what we call anenforcement award.

Such an enforcement award may exceed the upper bound
of a machine’s virtual buffer. However, under certain, gen-
eral conditions, this violation of an individual upper bound
never results in a violation of the sum of the upper bounds
at system level. Section 4 provides the details, including a
formal proof.3.4. Dynamic Routing

Once a workpiece has awarded a specific machine for
further processing, the workpiece must be moved to its new
goal. In a layout like the one depicted in Fig. 1, there is usu-
ally a vast number of different paths ultimately leading to
the same goal. Of course, the shortest of these paths should
always be preferred. More important than optimizing the
routing, however, is the avoidance of any congestion, which
may have disastrous consequences on the performance of
the overall system. In an unpredictable environment like a
manufacturing system, jams can be avoided only by strictly
separating the actual routing from the goal itself.

In West, such dynamic routing is ensured through a se-
quence of bilateral communications, each time between the
workpiece and the next switch it approaches. A switch al-
ways tries to move a workpiece directly to its goal, thus try-
ing to optimize the routing. If an exit is not available, then
an alternative route is taken. In this case, however, the pri-
ority of the workpiece is incremented by exactly 1. These
priorities are used to decide which workpiece to prefer if a
switch has more than one possibility: the workpiece with
the highest priority is always served first. This is to avoid
indefinitely routing a workpiece along a cycle rather than to
its actual goal.

4. Analysis

So far we have defined the behavior of the individual
agents used inWestand described in detail how these agents
interact with each other. In this section we shall analyze the
behavior which results at system level. Some observations
are quite obvious; others give some deeper insights.

Let us begin with some simple observations. Whenever
a machine breaks down, theWestauction mechanism auto-
matically diverts the material flow to other machines, thus
balancing the machines’ work in process. The actual mate-
rial flow thus adjusts itself to the current situation.Westhas
this important feature in common with other agent-based
control mechanisms in the literature [8, 4, 3, 2].

In mass production, it is also important to enforce a ma-
terial flow in the main manufacturing direction, while not
sacrificing the possibility of violating this flow whenever it
turns out to be inevitable. This is exactly whatWestdoes.
When awarding a machine, forward successors are always
preferred in favor of a backward successor; only if there is
no bid from a forward successor, a backward successor may
be awarded.4.1. Self-Limiting System Behavior

But there is even more toWest. What really is a unique
feature ofWestis that it automatically adjusts itself to the
current capacity bottleneck while avoiding congestions in
the transport system. The system’s current capacity bottle-
neck is automatically propagated in the opposite direction
of the actual material flow; a process which continues un-
til it has reached the system loader. As a result, the loader
feeds only as many workpieces into the system as the sys-
tem is currently able to handle.

To see how this works, let us again consider Fig. 4. A
machine’s virtual buffer can be thought of as a funnel. There
is a stream of workpieces filling the funnel. This is the work
in process or, as we called it, the input buffer. After be-
ing processed by the machine, a workpiece remains in the
funnel until the workpiece has been included into the in-
put buffer of another machine. This is the only way for a
workpiece to leave the funnel. As soon as the number of
workpieces in the funnel reach a certain level,PMmax, the
machine ceases to be ready to accept a new workpiece. We
can think of this as a valve closing the stream filling the fun-
nel. The input stream is thus automatically restricted to the
maximal throughput of the output stream.

One might object that as soon as the buffer capacity of
the transport system is at its limit the input stream is ad-
justed to the output stream anyway. However, a transport
system which is at its physical limit is jammed. Jams may
lead to a cascading loss of performance, persisting even
long after the cause of the congestion has been resolved.
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The point is therfore to achieve this linkagewithoutforcing
the transport system to its limit.

But this is not even the end to the story. There is a
whole network of funnels and valves of the type described.
The current capacity bottleneck propagates through this net-
work, eventually reaching the system loader. An interesting
feature of this kind of mechanism is that the topology of the
network is not pre-defined; it is built up dynamically by the
workpieces themselves. Take an arbitrary machineM . Ev-
ery workpiece inM ’s output buffer determines which ma-
chine would, in principle, be able to process the workpiece
in its current state (see Step 2 of the auction protocol in
section 3.2). This means that for the specific workpiecew
there is an admissible material flow fromM to all these
machines. The network induced in this way is a subset of
the admissible flow� depending on the specific product
types currently in the system. The capacity bottleneck is al-
ways propagated in the opposite direction of this subset of
the admissible flow, no matter how it looks like. TheWest
mechanism can thus be regarded as beingself-organizing.4.2. An Upper Bound on the System Load

In what follows we shall make this self-limiting system
behavior more precise. If the admissible flow of material
is acyclic, then theWestmechanism will obviously never
violate any of the upper boundsPMi � PMimax. This is no
longer true if the admissible flow is cyclic. In this case,
an enforcement award may indeed violate a machine’s in-
dividual upper bound. A layout such as the one depicted in
Fig. 1 is able to cope with such a local violation, at least
as long as the total capacity of the transport system is not
exceeded. This is exactly what theWestmechanism guar-
antees: a violation of a machine’s individual upper bound
is always canceled out at system level. In particular, for
a specific subsetM of machines, the overall upper boundPM2M PM �PM2M PMmax will never be violated, even
if some of the individual boundsare violated. The subset
of machines relevant here are all those machines which are
involved in a what we call a feedback loop.

Definition 6 LetM0 be a machine. Afeedback loopstart-
ing atM0 is a sequenceM0; :::;Mn;M0 of machines(n �0) such that for everyi (0 � i < n), Mi+1 is a forward
successor ofMi, whileM0 is a backward successor ofMn.

Take the admissible flow of material depicted in Fig. 3.
The reader may check that it contains exactly four feedback
loops.

In order for theWestmechanism to be able to maintain
an upper bound at system level, feedback loops have to obey
a special structure.

Definition 7 A feedback loopM0; :::;Mn;M0 hasa single
point of entryiff for every machineM 62 fM0; :::;Mng and

everyMi 2 fM0; :::;Mng with M � Mi, it holds thatMi =M0.
Roughly speaking, this means thatM0 is the only port
through which the admissible flow may enter the feedback
loop. The four feedback loops of Fig. 3 all have a single
point of entry.

Theorem 1 LetM0 be an arbitrary machine. LetM be the
set which, in addition toM0, contains all machines involved
in at least one feedback loop starting atM0. Suppose that
all these feedback loops (if there is any) have a single point
of entry. Then the West mechanism maintains the following
upper bound: XM2MPM � XM2MPMmax: (2)

Proof. Let us begin with the case where there is no feed-
back loop starting atM0, so thatM = fM0g. According
to the definition of a feedback loop, this means that there
is no machineM 0 which hasM0 among its backward suc-
cessors. Consequently no workpiece will ever selectM0 for
an enforcement award. Any bid fromM0 is thus ignored,
unlessPM < PMmax. This guarantees that the upper boundPM0 � PM0max will never be violated, as was to be shown.

Let us continue with the case where there is at least one
feedback loop starting atM0. Assume thatM0; :::;Mi;M0(i � 0) is one of these feedback loops. According to the
definition of a feedback loop,M0 is a backward successor
of Mi. A workpiecewi residing in the output buffer ofMi
can therefore selectM0 for an enforcement award, possibly
violatingM0’s individual upper boundPM0 � PM0max. Such
an enforcement award moveswi from the output buffer ofMi to M0’s input buffer. ForMi = M0 this enforcement
award would obviously not alter the size ofPM0, thus not
violatingM0’s individual upper bound either. So let us con-
sider the caseMi 6= M0. In this case,wi’s enforcement
award leavesPM0 + PMi unchanged. As bothM0 andMi are contained inM,

PM2M PM is not changed either.PM0 + PMi might only be increased if, afterwi’s enforce-
ment award, another workpiece awardsMi. Let us assume
thatwj awardsMi. Let us, moreover, assume that at the
timewj awardsMi, Mj is the machine which hostswj in
its output buffer. This second award thus moveswj fromMj ’s output buffer to the input buffer ofMi. Such an award
might increasePM0 + PMi.

If Mj 2 M, thenwj ’s award clearly does not changePM2M PM . Consequentlywj ’s award cannot increasePM2M PM , unlessMj 62 M. However, ifMj was not
a member ofM, thenM0; :::;Mi;M0 would not have a
single point of entry, contradicting the assumption thatev-
ery feedback loop starting atM0 has a single point of entry.
In fact, wj cannot awardMi, unlessMi is an admissible
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successor ofMj. Now, M contains all machines occur-
ring in at least one feedback loop starting atM0, thus it
also contains all machines occurring in the specific feed-
back loopM0; :::;Mi;M0. This means thatMi 2 M.
But then,Mj 62 M would violate the assumption thatM0; :::;Mi;M0 has a single point of entry; there would be
at least two points of entry, namelyM0 andMi.

This shows that wi’s enforcement award leavesPM2M PM unchanged, thus never violating (2).

Corollary 1 LetM be the set ofall machines of a manu-
facturing system. Suppose every feedback loop (if there is
any) has a single point of entry. Then the West mechanism
maintains the upper bound (2).4.3. Freedom of Deadlocks

Distributed mechanisms likeWestare always in danger
of running into a deadlock. In manufacturing control, such
an incident may cause the complete standstill of a line, thus
leading to a high economic loss. TheWestmechanism is
guaranteed to be free of deadlocks. In what follows we shall
give a formal proof of this fact.

Definition 8 We say that a machineM1 blocksanother ma-
chineM2 iff there is at least one workpiece inM2’s output
buffer which, ifM1 was ready to accept a new workpiece,
could in principle awardM1. This relation induces a di-
rected graph of all current blockings. There is adeadlock
between two machine agents iff this graph contains at least
one cycle in which both machine agents occur.

Theorem 2 The West mechanism is guaranteed to be free
of deadlocks.

Proof. The proof proceeds byreductio ad absurdum.
Assume that there is a deadlock between two machines.
This assumption will be shown to lead to a contradic-
tion. A deadlock between two machines means that both
machines occur in at least one sequence of machinesM0; :::;Mn;Mn+1, n � 0, such that (a)Mn+1 = M0 and
(b) for everyi (0 � i � n), Mi blocksMi+1. First observe
thatMi may blockMi+1 only if Mi is a forward succes-
sor of Mi+1; if Mi was a backward successor ofMi+1,
then a workpiece inMi+1’s output buffer could only awardMi by an enforcement award. Therefore, (b) implies thatMn+1 �p Mn �p ::: �p M0. AsMn+1 = M0, this would
mean that the principal flow is cyclic. According to Defini-
tion 2, however, a principle flow is always acyclic.

5. Evaluation

In order to evaluate the new approach, we have con-
ducted a series of simulations, all of which are based on

Figure 5. DaimlerChrysler’s Prototype.
(Source: BLEICHERT Osterburken)

authentic product types and cycle times. The disturbance
characteristics have been taken from existing machines. A
typical configuration consists of 4 blocks of identical ma-
chines. The number of machines in a block ranges from 5
to 11, 36 machines in total. The simulations have shown
that theWestmechanism is extremely robust against distur-
bances of machines as well as failures of control units. Its
performance is nearly optimal. The following table summa-
rizes the outcome of a characteristic simulation run.

Running Number of Average Theoretical
time machines throughput optimum

63 h 36 70.54 70.73
workpieces/h workpieces/h

TheWestmechanism thus achieves about 99.7% of the the-
oretical optimum.

We also tested a hypothetical production process with
different product types of lot size 1, where the operations
are distributed over the machines in an irregular fashion.
Even under such unusual conditions performance is still
satisfactory. However, the complexity of the production
process prevents us from computing the exact theoretical
optimum here and, thus, also from conclusively assessing
West’s performance in this particular setting.

DaimlerChrysler installed the new control approach as
a bypass to an existing large-series manufacturing line for
cylinder heads. The bypass, located in a plant in Stuttgart-
Untertürkheim, Germany, is shown in Fig. 5. The layout
and the control system are basically as described in this pa-
per. Based on a DaimlerChrysler specification, Schneider
Electric implemented the agent system and put it into oper-
ation [7].

The bypass has undergone a series of performance tests.
These tests showed that the results of the simulations are
still valid under real manufacturing conditions and, thus,
demonstrated the benefits and industrial feasibility of the
approach right from the start.
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6. Conclusion

In the sense of [5], manufacturing control is agoing con-
cern. The goal here is to continuouslyoptimize the through-
put rather than to solve a static problem where all relevant
parameters are given from the start. Manufacturing control
is thus a kind of iterated game against nature [10], where the
control system must cope with highly unpredicatable events
like resource disturbances and product changes. Conse-
quently, our approach is to dynamically assign resources
rather than computing optimal schedules, which would be
invalidated by constantly changing parameters anyway. We
argued in favor of an auction-based approach, where work-
pieces auction off their current task while machines bid for
a subtask. When awarding a machine a workpiece takes
into account not only the machine’s current work in pro-
cess, but also the outgoing flow of material; that is, all those
workpieces which already have been processed by the ma-
chine without yet being able to award an appropriate new
machine. If a machine’s outgoing stream is blocked, then
eventually the machine will not accept any new workpiece,
thus blocking its input stream as well. In this way, a ca-
pacity bottleneck is automatically propagated in the oppo-
site direction of the actual material flow. This kind of self-
limitation is established in precise mathematical terms and
so is the deadlock-freedom of the approach.

From a chaos-theoretical point of view, a manufactur-
ing system is a complex non-linear system. It is non-linear
in that a break-down of a machine may cause a jam in the
transport system, persisting long after its cause has been re-
solved. In a flexible manufacturing system with multiple
machines offering the same operation, the possibility of a
disruption decreases dramatically. However, the fundamen-
tal fact that a disruption may cause further disruptions still
remains in effect. This type of negative feedback may force
the system into an unfavorable chaotic regime. An optimal
control system should avoid these negative feedbacks, while
exploiting the flexibility provided by redundant machine ca-
pabilities. This is exactly what our auction-based approach
does. Self-limitation guarantees that the system never ex-
hibits a chaotic regime, while late binding of resources ex-
ploits the flexibility within the remaining state space.

An industrial prototype proved the feasibility and the
benefits of the new approach. The prototype basically im-
plements the mechanism described in this paper. One essen-
tial ingredient, however, is not presented here. As defined in
this paper, the auction mechanism does not guarantee fair-
ness. Byfairnesswe refer to the fact that after a finite num-
ber of rounds, every workpiece is able to award a machine.
There are two different ways to guarantee fairness. The first
option is to provide each workpiece with a certain budget.
The workpiece with the highest budget will have the priv-
ilege of awarding a machine. When a workpiece awards a

machine, it has to pay a certain tax to all other workpieces
claiming the same resource. This procedure resembles the
Clark tax, see e.g. [6, p. 208ff]. Another way to guarantee
fairness is by managing special waiting queues for awards,
one for each machine. The latter approach enables us to im-
plement the system in a strictly decentralized manner, while
the first pre-supposes a central auction board on which all
demands and bids are displayed. This will be discused else-
where.
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